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INTRODUCTION

A wide range of practical and theoretical problems
are reduced to decision making, which is interpreted
rather ambiguously from the viewpoint of its statement.
This is mainly related to the fact that the concept of

 

decision

 

 cannot be formalized. From the methodologi-
cal point of view, decision making is a process whose
result is a decision. Even if the concept of 

 

decision 

 

is
not defined, such a methodological view of the problem
highlights its key points in a different way. In this case,
the problem is transformed into a sequence of clearer
and unambiguously defined problems. In this sequence,
there certainly exists the problem of calculating the
property of objects, and the decision itself can be asso-
ciated with such a property [21]. Then, the problem of
decision making can be reduced to calculating (deter-
mining) the properties of the information analyzed.
This is undoubtedly one version of the problem of deci-
sion making, which is based on the problem of deter-
mining the above properties. Decision making allows
one to easily find out if all property determination prob-
lems have a common nature and to reduce them to a sin-
gle statement on a formal level. What problems are
meant by the determination of properties? These are
well-studied problems of sentential calculus and predi-
cate calculus [1, 2]; problems of logical diagnostics [3,
4], which are less studied but have a larger number of
practical interpretations; and, finally, just poorly for-
malized problems in pattern recognition theory (PRT)
[5, 9]. It is obvious that, formally, all the above prob-
lems contain sets divided into subsets. Each subset is
characterized by a certain property. The problem con-
sists in calculating this property for each element of the
original set.

Why is it necessary to unify all the above problems?
First, because all of them have essentially similar state-
ments, and, second, because the solution of poorly for-
malized problems (such as logical diagnostics and
problems of PRT) requires a certain methodology. The
point is that the concepts of a 

 

solvable problem

 

 and a

 

validated algorithm

 

 are naturally introduced into prob-
lems of sentential calculus (and certain other prob-

lems). For PRT problems, similar concepts are either
impossible in the framework of the theory alone or
require additional information. However, it is also
required that one can demonstrate the solvability of a
particular problem or the validity of the choice of algo-
rithms for PRT problems, because many problems
important in practice are reduced to PRT problems [9,
18]. This unification is in fact the goal of the present
study. It provides a means for considering and analyz-
ing PRT problems. Among a variety of PRT problems,
we focus on the algorithmic aspects of the 

 

problem of
learning recognition

 

 [5, 9]. In the context of the afore-
said, this problem is related to the class of problems of
decision making by precedence. Note once again that
this term only reflects our attempt to unify problems of
the same type, while the terminology may be different.

The main results of the study are as follows:
(i) the concept of a solvable problem is introduced

and solvability conditions are obtained for the case
when information is given by precedence;

(ii) a class of algorithms satisfying the necessary
conditions of solvability is studied in detail, and the
results obtained are shown to be unimprovable;

(iii) a class of inductive inference algorithms is
introduced and studied; this class can be applied to
solving the whole class of decision making problems
and is comparable with the known algorithms of deduc-
tive inference.

The results given in this work are closely related to
the results of the studies [6, 7], which contain the proof
of the main propositions and theorems.

1. FORMULATION OF THE PROBLEM
AND GENERAL CONDITIONS 

OF ITS SOLVABILITY

 

1.1. Formal Statement of the Problem

 

Consider the following problem:

 

Given a certain, possibly infinite

 

,

 

 number of subsets

 

(

 

classes

 

) 

 

X

 

1

 

, …, 

 

X

 

l

 

 

 

on a set of objects 

 

X

 

 

 

of arbitrary
nature, find an algorithm 

 

A (

 

possibly

 

, 

 

the best

 

, 

 

in a cer-
tain sense

 

)

 

 that is defined on the whole set 

 

X

 

 and whose
operation for each

 

 

 

x

 

 

 

∈

 

 

 

X

 

 

 

can be interpreted in terms of
membership of the latter in the subsets

 

 

 

X

 

i

 

.
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Let us agree that we will consider this problem on
the formal, rather than meaningful, level. Therefore, an
arbitrary nature of objects of the set 

 

X

 

 means that some
coding function has already been chosen and the corre-
sponding spaces have been fixed. The space in which
the results of the algorithms are formed is also fixed. It
is clear that this leads to the problem of choosing the
functions of coding and interpretation. This problem is
closely related to the solvability of the above-formu-
lated problem. The character of this problem and the
methodology for solving it are described in [6].

Denote the problem formulated by 

 

Z

 

. According to
the statement, this problem (or, more precisely, the
class of problems) has the maximal level of generality.
It is easily seen that a large number of problems are
reduced to this statement. They differ in the way in
which information on the set 

 

X

 

 and the subsets 

 

X

 

1

 

, …,

 

X

 

l

 

 is defined.
It can be seen even in such a general formulation

that one must answer a number of questions in order to
solve problem 

 

Z

 

. The main question is that concerning
the solvability of problem 

 

Z

 

 and the possibility of vali-
dating this solution. Without a satisfactory answer to
this question, the solution of any applied problems that
are reduced to some variants of problem 

 

Z

 

 will always
be inadequate. Unfortunately, in the general case, the
possibility of validation is doubtful, even if it is a matter
of mathematical formalism [2]. However, there exist
problems for which this possibility has been proved.
These include, for example, the problem of classifica-
tion of formulas in sentential calculus that employs the
resolution method as the algorithm A, and a large num-
ber of property recognition problems, which are techni-
cally related to the former problem [8].

Regarding the solvability of problem 

 

Z

 

, the possi-
bility of its validation is one of a number of sufficient
conditions. The necessary conditions are mainly
defined by the expressive power of the formalization
language and the formulation of a specific problem. In
order to describe such conditions, it is necessary to
classify the problems corresponding to this statement.

Classification can be performed, in particular,
according to the following criteria:

(i) whether the number of classes 

 

l

 

 and the set 

 

X

 

 are
finite or infinite;

(ii) whether the classes 

 

X

 

1

 

, …, 

 

X

 

l

 

 are 

 

fully described

 

,
and whether they 

 

cover

 

 the whole set 

 

X

 

;
(iii) what method is chosen for describing the

 

objects

 

 and a 

 

membership function

 

;
(iv) what is known about the objects that form the

classes 

 

X

 

1

 

, …, 

 

X

 

l

 

.
These criteria are of information character, which is

in agreement with the logic of formulation of any prob-
lem; according to this logic, algorithms should result
from the formalization and be completely determined
by the character and amount of known information.

Let us consider some examples of problems.

 

Problem Z

 

A

 

 (classification of formulas in sentential
calculus [2]).

 

The number of classes is finite

 

 (

 

l

 

 = 3), 

 

and the set 

 

X

 

is

 

 

 

infinite

 

. 

 

The classes are described by axioms and
inference rules without quantifiers

 

. 

 

The classes

 

 

 

X

 

i

 

 

 

are
fully described and cover the whole set

 

 

 

X

 

. 

 

Finally

 

, 

 

the
membership of axioms is defined explicitly.

 

Such a choice problem is solved by the resolution
method [2]. The solution algorithm is denoted by 

 

A

 

0

 

.

 

Problem Z

 

B

 

 

 

(logical diagnostics [3, 4]).

 

The number of classes l is finite

 

, 

 

and the set 

 

X

 

 can
be either finite or infinite

 

.

 

 The classes 

 

X

 

i

 

 

 

are not fully
described and

 

/

 

or do not cover the whole set

 

 

 

X

 

. 

 

The
classes are described by predicates

 

 (

 

rules

 

), 

 

which are
simultaneously used to describe the objects and the
membership function. Information about the member-
ship of the objects that satisfy the rules is assumed to be
specified

 

.
Depending on the formalization language, one uses

one version of the algorithm A

 

0

 

 (a parameterized ver-
sion) for solving this problem.

 

Problem Z

 

C

 

 (learning pattern recognition [5]).

 

The number of classes l is finite

 

, 

 

and

 

 

 

the

 

 

 

set

 

 

 

X

 

 

 

may
be either finite or infinite

 

. 

 

The classes 

 

X

 

i

 

 

 

are not fully
described and

 

/

 

or do not cover the whole set

 

 

 

X

 

. 

 

The
classes are described by precedence

 

 (

 

i.e., by explicitly
indicating objects that belong to each of the classes

 

X

 

1

 

, … 

 

X

 

l

 

).
There exists a wide variety of algorithms for this

problem. The construction of these algorithms depends
on the formalization language, on the information
available, and on certain additional assumptions.

From the viewpoint of statement, problems 

 

Z

 

A

 

–

 

C

 

undoubtedly have a common nature: all of them are
versions of the above-formulated problem 

 

Z

 

. However,
from the technical (algorithmic) point of view, they are
different; the same can be said of the problem of solv-
ability. In problem 

 

Z

 

A

 

, the solvability is equivalent to
the validity of the algorithm. In problem 

 

Z

 

B

 

, the scheme
of the algorithm is similar. However, due to the param-
eterization, which is necessary for the algorithm to
work beyond the classes 

 

X

 

1

 

, …, Xl or with objects with
a priori unknown membership, only the scheme can be
considered validated. Even in the case when informa-
tion is reduced to the conditions of ZA, the algorithm
itself is reduced to A0 only in special cases. Finally, in
the problem ZC, the corresponding algorithm has noth-
ing to do with A0. Therefore, it is hardly possible to say
anything about the solvability of the problems ZB and
ZC.

Let us introduce the notion of a solvable problem Z.
For this purpose, we will need some additional nota-
tions and definitions.

The formulation of the problem suggests that a cer-
tain mechanism is required for distinguishing between
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objects of different classes. Introduce a system of pred-
icates P = (P1, …, Pl) and define it as follows:

Now, if we denote by I(X) some information about
the set X in problem Z, then any algorithm A that solves
the problems ZA–C can be represented as

(1)

where PA = ( , …, ) can be called an algorithmic
predicate. Unlike P, this predicate is calculated by the
algorithm A, and its values are chosen in the interval
[0, 1].

It is clear that one can define an order on the set of
all possible algorithms of the form (1). To formalize the
requirements on the algorithms A that solve the prob-
lem Z, we define l subsets,

Obviously,  may differ from Xi. To characterize this
difference, we introduce monotonic functions

and require that these functions satisfy the conditions

Then, ΦA(X) := ψ(µ(X1, ), …, µ(Xl, )) can be
called a quality functional for the algorithm A since its
values are easily interpreted in terms of a mismatch
between P and PA.

The problem Z for which ΦA(X) = 1 is said to be
solvable. The corresponding algorithm for which the
condition of solvability is satisfied, is naturally called a
validated algorithm.

Among the problems ZA–C, only the problem ZA is
solvable. In particular, it is solvable by the algorithm
A0, which is validated in the context of the concepts
introduced. The same algorithm A0, when applied to
solving a certain problem ZB, obviously becomes inval-
idated. Therefore, the notions of solvability and validity
are closely related.

In the general case, it can be said that the goal of
solving any problem from the class Z is the proof of its
solvability, where validated algorithms can be used as a
means.

x∀ X Pi x( ) 0 1,{ }∈ Pi x( ) 1 x X i∈⇒=( )∧( ).∈

x∀ X A: x I X( ) P1
A x( ) … Pl

A x( ), ,( )×( ),∈

P1
A Pl

A

X i
A x X : Pi

A x( ) 1=∈{ }.=

X i
A

µ: X i X i
A 0 1,[ ] and ψ: 0 1,[ ]l 0 1,[ ]×

µ X i X i
A,( )

1, if X i X i
A,=

0, if X i X i
A∩ ∅,=⎩

⎨
⎧

=

ψ a1 … al, ,( )
1, if a1 … al 1,= = =

0, if a1 … al 0.= = =⎩
⎨
⎧

=

X1
A X l

A

1.2. Solvability of the Problem ZC

As mentioned in the Introduction, the main objec-
tive of this work is to investigate the problems ZC for
their validation and algorithmization. For this purpose,
one should specify the formulation of the problem.

In order to exclude an appeal to the meaningful
aspects of the problem (e.g., the set of objects X of an
arbitrary nature in the formulation of the problem Z),
we will consider the problem statement only at a formal
level. We will denote the set of objects by X and the
classes by X1, …, Xl. It is clear that this change in the
notation does not influence the formulation of the prob-
lem and the definitions introduced in Section 1.1. Next,
we specify in more detail what is meant by explicit
indication of objects that belong to each of the classes
X1, …, Xi in the formulation of the problem ZC. Usually,
such a set of objects implies a finite sample of objects
x ∈ X that provides information I(X) about X. Denote
this sample by X0. There are various terms for such
samples in the literature [5, 9, 20]; most often, they are
called learning samples, since they are used for con-
structing algorithms of the form

(2)

It is easily seen that, in the general case, the func-
tional ΦA cannot be calculated on the whole set X for
the problem ZC, since I(X) = X0 according to the formu-
lation of the problem. At the same time, a value of this
functional is easily calculated on the learning sample X0

(by definition). However, this is not sufficient, since the
solvability is related to the condition

(3)

In other words, algorithm A of the form (2) in the
problem ZC should satisfy condition (3), or should be
the closest to it in a certain sense, if we are interested in
the solvability of a particular problem ZC. This brings
us to the following question: Is it possible to solve prob-
lem ZC and simultaneously require that algorithm (2)
should satisfy, say, condition (3)?

It is easily seen that the answer to this question con-
sists in determining the relation between the values of
the functionals ΦA(X) and ΦA(X0). This relation is obvi-
ous:

(4)

Relation (4) can be considered an axiom (which can
naturally be called a reduction axiom).

This axiom implies the conditions for the quality
functional ΦA under which the axiom is consistent and
can be used to determine the corresponding conditions
for algorithms (2). To find these conditions, we formu-
late the following proposition.

x∀ X  A: x X0 Pl
A x( ) … Pl

A x( ), ,( )×( ).∈

ΦA X( ) 1.=

A ΦA X( ) 1 X0ΦA X0( )∃⇔ 1< <( ).∀
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Proposition 1. Relation (4) is valid if and only if the
functional ΦA satisfies the conditions

(5)

(6)

irrespective of the choice of the algorithm ΦA. Hence-
forth, we will assume without additional reservations
that ΦA satisfies the conditions of Proposition 1.

Actually, conditions (5) and (6) imposed on the
functional ΦA imply that this functional is invariant
with respect to some operations on the set X. In the case
of condition (5), these are the operations of intersection
of subsets, and, in the case of condition (6), the opera-
tions of union of subsets. These operations define con-
ditions on the set of quality functionals under which the
question of solvability can be raised.

Now, we apply equivalent transformations to trans-
form the reduction axiom to the disjunctive representa-
tion

(7)

This representation implies the dual form of the axiom,

(8)

The disjunctive representation shows that, in solving
problem ZC, there are only two possibilities: either one
or the other conjuncts in (7) takes place. Each of the
algorithms that solve the above-formulated problem
satisfies one and only one of the two conditions: either
(3) or, say,

(9)

In this case, the problem of constructing algorithm (3)
cannot be considered as a limiting case of problem (9).
Moreover, the similarity between the algorithms can be
defined in a different way.

To solve each of these problems, we have the finite
sample X0 at our disposal, which allows us to find con-
straints on the choice of the corresponding algorithm A.
In most cases, we use the so-called limit schemes in
solving (9); these schemes are based on the proof (more
frequently, on the assumption) that the following rela-
tion holds:

Then, problem (9) is replaced by the problem of finding
an algorithm that is extremal on sample X0, and the
algorithm obtained is taken as a solution to (9). The
applicability of this method is due to the fact that the
difference between the constructed and the required

X0∀ X X̃
0∀ X0 ΦA X0( ) 1 ΦA X̃

0( )⇒ 1= =( ),⊂⊆

X0∀ X̃
0, X ΦA X0( ) 1 ΦA X̃

0( )∧=(⊆

=  1 ΦA X0 X̃
0∪( )⇒ 1 )=

A ΦA X( ) 1 X0ΦA X0( )∀∧ 1= =( )(∀

∨ ΦA X( ) 1 X0ΦA X0( )∃∧ 1< <( ) ).

A ΦA X( ) 1 X0ΦA X0( )∀⇔ 1= =( ).∀

ΦA X( ).
A{ }

sup

ΦA X( ) ΦA X0( ).
X

0
X→

lim=

algorithms is at least checked and can be made arbi-
trarily small. Moreover, such a limit dependence
between the values of the functionals ΦA(X) and ΦA(X0)
provides typical sufficient conditions for the consis-
tency of the extended reduction axiom. Note that the
application of limit schemes has reached a certain level
of methodological completeness in the framework of
the statistical approach [5, 10] and pattern theory [11]
(it is also statistical in its principles and methods). This
is quite obvious because mathematical statistics is
based on frequency concepts, which contain an appara-
tus for investigating various limit schemes.

Now, let us return to problem (3). Unlike (9), its
solution can be obtained by using the reduction axiom
in the form (8). Consider certain sufficient conditions
for the consistency of the latter axiom. For this purpose,
we need the following definition:

A sample  ⊆ X is said to be representative with
respect to the algorithm A for ZC if

One can easily prove the following proposition.

Proposition 2. Let  ⊆ X be an arbitrary finite
sample in X that is representative with respect to a cer-
tain algorithm A. Then,

Such a sufficient condition is not unique. Let us con-
sider another condition, which is as obvious as the pre-
vious one.

The algorithm A is said to be competent as applied
to the sample X0 ⊆ X if

One can prove the following proposition for such
algorithms.

Proposition 3. Suppose that , , … is a certain,
possibly infinite, sequence of samples from X such that

and A1, A2, … is the corresponding sequence of com-
petent algorithms. Then, the algorithm A :=

 satisfies the following relation:

The following proposition is a direct generalization
of, and simultaneously a corollary to, Propositions 2
and 3.

X̃
0

x1∀ X̃
0

x2∃ X̃
0

P x1( ) P x2( )=( )(∈∉

⇔ PA x1( ) PA x2( )=( ) ).

X̃
0

ΦA X̃
0( ) 1 ΦA X( )⇒ 1.= =

x∀ X0 P1
A x( ) … Pl

A x( ) 0= = =( ).∉

X1
0 X2

0

i∀ j i j Xi
0 X j

0∩ ∅=⇒≠( ), Xi
0

i
∪, X ,=

P1
Ai

i∑ … Pl
Ai

i∑, ,( )

Xi
0 ΦAi

Xi
0( ) 1=( )∀ ΦA X( )⇒ 1.=
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Proposition 4. Suppose that , , … is a certain,
possibly infinite, sequence of samples from X such that

and , , … are samples such that ∀i(  ⊆ )

and each  is representative with respect to an algo-

rithm Ai for . Then, if the algorithms A1, A2, … are

competent as appled to the samples , , …, respec-

tively, then the algorithm A := 

satisfies the relation

Now, let us discuss the results obtained. Apparently,
there exist other sufficient conditions for the solvability
of problem (3). In our case, the following condition for

the algorithm A is common to all the results: ΦA( ) = 1
(or some of its variants). Such algorithms have been
used in PRT for quite a long time [9, 19, 20]. They are
called correct algorithms. Thus, the property of correct-
ness on a given sample turns out to be one of the suffi-
cient conditions. This condition can serve as a basis for
choosing the algorithm for solving problem (3). Rela-
tion (8) also implies that the correctness of the algo-
rithm irrespective of the sample represents a necessary
condition. Therefore, whatever sufficient conditions are
obtained in the future, they will inevitably be connected
with this property.

The sufficient conditions obtained above can also be
considered from the viewpoint of requirements on
information. In this sense, the representative character
of the sample is a “stronger” requirement than the exist-
ence of a partition of the set X. Probably, this is why the
correctness of the algorithm is supplemented with the
condition of competence in the latter case; i.e., the
requirements imposed on the algorithms become stron-
ger at the expense of weakening the requirements on
information; however, the total complexity of the prob-
lem seems to remain the same.

Now, let us examine the problem of constructing
representative samples. Note that this is the most com-
plicated problem not only of PRT but also of inductive
inference on the whole [8, 12–16]. This is the reason
why problem (3) preserves its inductive nature even in
spite of the fact that the problem of choosing the algo-
rithms for a fixed sample is solved by deductive means.
The problem under discussion can be solved by the
characterization of such samples. For example, the fol-
lowing property can readily be proved.

X1
0 X2

0

i∀ j i j Xi
0 X j

0∩⇒≠ ∅=( ), Xi
0

i
∪, X ,=

X1
0 X2

0 X̃i
0

Xi
0

X̃i
0

Xi
0

X1
0 X2

0

P1
Ai

i∑ … Pl
Ai

i∑, ,( )

X̃i
0 ΦAi

X̃i
0( ) 1=( )∀ ΦA X( )⇒ 1.=

X̃
0

Property. A sample  ⊆ X is representative with
respect to an algorithm A for X only if it has the prop-
erty

This property implies that a sample can be represen-
tative only under the condition that it includes prece-
dents from all classes. Some other properties of such
samples can be obtained just as easily. However, the
problem cannot be solved completely until the induc-
tive inference is proved in a certain sense [12].

1.3. Some Drawbacks of Formalization

The notions introduced above allow one to formal-
ize the solvability conditions for problem ZC and to
understand the validation of algorithms (2). However,
as often occurs in mathematics, “excessive” formaliza-
tion aimed at an accurate representation inevitably
leads to ambiguity.

Let us analyze the formal language introduced
above. For this purpose, we restrict ourselves to the
case l = 2 for the present. To each algorithm of the form
(2), we assign an algorithm A',

and determine its results as follows:

It is easily seen that the algorithms A and A' are
inverse. Now, consider the relation between the corre-
sponding values of the functionals ΦA(X) and ΦA'(X).
Obviously, irrespective of the set X and the conditions
imposed on the functional Φ (except conditions (5) and
(6)), the relation has the form

If Φ is additive (for example, is such as the percent-
age of correct predictions [9]), the above relation holds
even under the condition ΦA(X) ∈ [0, 1]. This suggests
that problems (3) and (9) can be solved in the inverse
formulation as well, and the result concerning the solv-
ability of the problem and the validity of the algorithms
will be the same.

Now, let A be an arbitrary algorithm of the form (2).
Divide the set X into disjoint subsets X1 and X2 such that
X1 ∪ X2 = X. Assign the algorithm A to the algorithms
A1 and A2 as follows:

It is easily seen that A1 and A2 represent “projec-
tions” of the algorithm A onto the corresponding sub-
sets X1 and X2 that are defined over the whole set X.
Obviously, under these conditions, the algorithm A can

X̃
0

i∀ 1 … l, ,{ } X̃
0

Xi∩ ∅≠( ).∈

x∀ X  A': x X0 P1
A' x( ) P2

A' x( ),( )×( ),∈

Pi
A' x( ) 1 Pi

A x( ).–=

ΦA X( ) 1 ΦA' X( ), for ΦA X( )– 0 1,{ }.∈=

x∀ Xi Ai x( ) = A x( )( )∈ x∀∧ X\Xi Ai x( ) = 0 0,( )( ),∈
i 1 2.,=
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be represented in the form A = A1 + A2. Under the addi-
tional condition that the functional Φ is additive, the
following relation is valid: ΦA(X) = (X) + (X).

Let us return again to the problem ZC. Suppose that
we can calculate the value of the functional ΦA(X) ∈ [0, 1]
under the conditions of problem ZC. Suppose also that
this means that one can point out samples X1 and X2,
where X1 is a sample on which algorithm A satisfies
condition P(X1) = PA(X1) and X2 is set equal to X\X1.
With such a partition, one can easily construct an algo-
rithm A' such that ΦA'(X) = 1 irrespective of the result
of ΦA(X).

If samples X1 and X2 cannot be indicated, we can
still construct a procedure (possibly, a stochastic proce-
dure) that will result in an appropriate algorithm A'.
Note, however, that in this case it is impossible to dis-
pense with additional assumptions on the structure of
information X and/or on the relation between the sets X
and X0.

We do not know whether all the above consider-
ations remain valid when, instead of calculating the
value of ΦA(X) ∈ [0, 1], we can only estimate it, like in
the case when limit schemes are used in problem (9).
Even if all the above considerations are not valid in
problem (9), they nevertheless make us less optimistic
about the possibility of calculating and/or estimating
ΦA(X) ∈ [0, 1].

It remains to note that all the above calculations are
generalized to the case of l > 2. The existence of the
inverse algorithm A' is easily proved. However, its con-
struction is associated with certain algorithmic difficul-
ties. The simplest way to construct it is to use a dichot-
omic partition of set XA, which represents a union of the

subsets , …, .

2. REALIZATION OF CORRECT ALGORITHMS

The results obtained above upon analyzing the solv-
ability of problem ZC are based on the condition of cor-

rectness of algorithm A: ΦA( ) = 1. It is also clear that
the validated algorithms are also contained in the set of
correct algorithms. Therefore, in a formal approach to
solving problem ZC, one should construct the whole set
of correct algorithms for each such problem. It is desir-
able that the complexity of such a construction should
be minimal.

As pointed out in the Introduction, the majority of
the results presented in this section are based on or
related to the results of [6, 7, 17]. Therefore, the
description is largely schematic and simplified. Many
details used in further constructions and notations can
be found in the above-cited works.

ΦA1
ΦA2

X1
A Xl

A

X̃
0

2.1. General Correctness Conditions of Algorithms

First, let us describe the set of recognition algo-
rithms that will be analyzed below. For this purpose, we
return to the assumptions made in the formulation of
the problem. These assumptions imply that, in the most
general form, a recognition algorithm can be consid-

ered as a map A: X  , where  is the lth Carte-
sian degree of the set B2 = {0, 1}. In this case, the result
of this algorithm on all x ∈ X is easily interpreted in the
system of predicates PA. In the set of such maps, we
choose a subset (class) of algorithms generated by a
natural superposition of the form A = c � B, which con-
sists of a recognition operator B: X  Rl (here, R is
the space of real numbers) and a decision rule c: Rl 

. The set of recognition operators that are of the
same type in a certain sense are called a model and
denoted by �. Then, A� = c � � represents a certain
model of recognition algorithms. Among all A� admit-
ting such a representation, we restrict the analysis to
models with surjective maps c whose decision rules sat-

isfy the condition ∀b ∈  ∃r ∈ Rl (c(r) = b). This is
associated with the fact that the original formulation of
the problem does not contain any constraints on the
structure of classes nor on the relationship between
them. Therefore, it is easily seen that (3) necessarily
implies the restriction imposed on the model A�.

Now, consider the conditions for the existence of
algorithms in the model A� that are correct on a fixed
finite sample X0 (or, in other words, consider the cor-
rectness conditions for the model A�). For this pur-
pose, we associate the decision rule c on X with the fol-
lowing set: Rc(X) = {R ⊆ Rl |c(R) = P(X)}, where P(X) ⊆

 is a system of all possible values of the predicate P
on X. The surjectivity of c implies that this definition is
justified. However, for the reasons indicated above, it is
impossible to calculate the set Rc(X). The situation is
different for the set X0, although there are some difficul-
ties in this case as well since Rc(X0) may be infinite.
Anyway, we structure the latter set by fixing a certain
order in {1, …, l} and {1, …, |X0 |}. Now, if we intro-
duce the notation |X0 | = q, then Rc(X0) can be considered
as matrices in the space Rql of dimension q × l. Obvi-
ously, B(X0) are elements of the same matrix space for
all recognition operators B ∈ �. Then, the following
proposition is easily proved.

Proposition 5. The model A� is correct on the sam-
ple X0 if and only if

(10)

Indeed, under the assumptions made, it is easily veri-
fied that condition (10) is equivalent to

B2
l B2

l

B2
l

B2
l

B2
l

� X0( ) Rc X0( )∩ ∅.≠

A∃ A� ΦA X0( ) 1=( ).∈
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This condition allows us to further specify the set of
models A�, since it necessarily implies the surjectivity
of decision rule c, although on the set corresponding to
the sample X0 (such c are sometimes called correct or
consistent). This means that, in constructing and inves-
tigating A�, we can restrict ourselves to a certain fixed
surjective decision rule, because Rc(X0) ≠ ∅ in this case.
Of course, this does not imply that the whole set of pos-
sible models A� can be generated in this way. The cor-
rect conclusion is that all complications of the realiza-
tion are shifted to the modeling of recognition operators
�. Note also the following important circumstance:
the investigation of A� is considerably simplified since
the space Rql is much “stronger” from the viewpoint of

its possibilities than  (in which only logical opera-
tions are admissible) and is certainly not “weaker” than
any set X. On the basis of the aforesaid, we will hence-
forth consider the models A� with the so-called linear
threshold decision rules that are defined in the space Rql

(along with the space Rl),

and act according to the rule (where (i, j) ∈ I = {1, …,
q} × {1, …, l}, c0 ∈ R)

Thus, we will focus on the correctness conditions of
the models A� generated by model � and a certain
fixed linear threshold decision rule c(c0). Let us choose
the threshold from the condition c0 > 0, which, as will
be seen below, does not lead to any loss in generality of
the results. Assume, for simplicity, that all models �
examined below satisfy the following condition:

First, consider the most general case, when no addi-
tional conditions are imposed on model �. It is easily
seen that Rc(X0) forms a convex subset in the space Rql

and, due to the choice of the decision rule, is a solution
to a system of nonstrict linear inequalities. The set of
such solutions can be characterized in terms of the sep-
arability of specially constructed subspaces. We need
some notations to describe these subspaces. Divide the
set of indices I into the subsets

B2
ql

R∀ Rql c R( ) c rij( ) B2
ql∈=( ),∈

c rij( )
1, if rij c0,>
0, if rij c0.≤⎩

⎨
⎧

=

B∀ � x∀ X∈ ∈
B x( ) b1 x( ) … bl x( ), ,( )= bi x( ), 0≥( ).

Mt i j,( ) i j,( ) I∈ P j xi( ), t={ }=

and, by analogy with the vector case, introduce a scalar
product of matrices in the space Rql:

Denote by {Eij} a canonical basis (with the unit ele-
ment (i, j) ∈ I and other elements zero) of the space Rql.
Using these notations, one can easily formulate and
prove the following correctness criterion for the model
A�.

Theorem 1. The model A� is correct on X0 if and
only if

(11)

The proof of this theorem is straightforward and is
implied by the equivalence of (10) and (11).

One can also obtain other correctness conditions,
including sufficient conditions for correctness. In prac-
tice, however, such conditions prove inefficient, since it
is possible to obtain appropriate algorithms only by
solving systems of matrix inequalities. This is a rather
complicated task, even for the simplest models �.
Such a nonconstructive property of condition (11) is
explained by its too general character, which is attrib-
uted to the absence of any requirements on the recogni-
tion operators in �.

2.2. Correct Algorithms in Algebraic Extensions

Now, consider some possible requirements on the
model � in order to reduce the complexity of realiza-
tion of correct algorithms. For this purpose, we will
apply the methods based on the following definition.
Denote by F a certain class of functions of the same
type of the form

A model of recognition operators � will be called
F-unextendable on X and denoted by �F if the super-
position F � � satisfies the condition F � �(X) ⊆
�(X).

It is easily seen that this condition is in a sense “self-
complementary”: if, for a class of functions F and a
model �, one fails to show that the latter is F-unex-
tendable, then, augmenting � with functions from F in
a standard way, one obtains a model that certainly pos-
sesses the above-mentioned property. The model con-
structed will always be superior to the original one both
in the number of operators and in the power of the set
of values (this fact underlies the idea of correcting or

R1∀ R2, Rql R1 R2,〈 〉  := rij
1 rij

2

i j,( ) I∈
∑⎝ ⎠

⎜ ⎟
⎛ ⎞

,∈

where Rk rij
k , k 1 2.,= =

B∃ � B X0( ) Eij,〈 〉{ }
i j,( ) M1∈
min(∈

> c0 B X0( ) Eij,〈 〉{ } ).
i j,( ) M0∈
max≥

f∀ F f : Rl( )m
Rl( ), m⊇ 1 2 …., ,=
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two-level recognition algorithms). However, a more
important fact is that such a model can be expected to
be correct under “weaker”, compared to (10), condi-
tions (i.e., conditions that are sufficient for (10)). Obvi-
ously, the same applies to the case when the F-unex-
tendability of the model � is proved. Therefore, let us
introduce one more definition. The model � is called
complete on the set X0 if �(X0) = Rql.

It is easily seen that the properties of completeness
and correctness are related in the way indicated above;
i.e., the completeness implies (10). This provides a
methodological basis for obtaining the conditions of
completeness.

Now, introduce three types of possible functions F
and consider the correctness and completeness condi-
tions for the corresponding models with the recognition
operators �F. It should be noted that a subsequent
choice of F is mainly due to the tradition and is far from
being exhaustive. The form of the functions will be
determined directly in the space Rql, which is quite jus-
tified because X0 is assumed to be fixed.

Define a class F1 as a set of maps of the form

where βi ∈ R, (βi ≥ 0), Ri ∈ Rql. A class F2 is defined as
a set

where βi ∈ R, (βi ≥ 0),  :=  is the tith degree

of the matrix Ri =  ∈ Rql (ti ∈ N) defined in the
matrix algebra that is commutative with respect to mul-
tiplication (i.e., actually defined in a vector algebra).

In order to describe the next class F3, we will need
some additional constructions. First, introduce the set
of maps

Then, using the isomorphism between the space Rql

and the tensor product Rq ⊗ Rl of the vector spaces Rq

and Rl and an arbitrary bilinear map

we can easily construct the required map F.
Methods for constructing such maps and their prop-

erties (including general conditions of correctness and
completeness of the corresponding models of algo-
rithms) are described in [17] in more detail. In the
present work, we fix the class F3, which was first intro-
duced and examined in [17]. For this purpose, we must
specify the map G. Introduce two more sets of parame-

F1 := f f R1 … Rm, ,( ) βiRi

i 1=

m

∑=
⎩ ⎭
⎨ ⎬
⎧ ⎫

, m 1 2 …,, ,=

F2 := f f R1 … Rm, ,( ) βiRi
ti

i 1=

m

∑=
⎩ ⎭
⎨ ⎬
⎧ ⎫

, m 1 2 …,, ,=

Ri
ti ruv

i( )
ti

ruv
i( )

G := g g: Rl( )m
Rq{ }.

H := h h: Rq Rl Rql×{ },

terized functions G1: Rl  R and G2: Rm  R and
define their superposition G2 � (G1)m in the space (Rl)m.
Then, it is obvious that one can choose a system of all
possible sets with power q in the constructed superpo-
sition as G (recall that q is related to the dimension of
the sample X0). In [9], it was shown that, for such a G,
one can take ordinary linear operators from Rq into Rl

(i.e., matrices in the space Rql) as H. Denoting this
matrix space by L(Rq, Rl), we can represent F as F =
L(Rq, Rl) � G. Finally, define F3 as a subset of the maps
F in which the functions G1 and G2 satisfy the condi-
tions

where yη ∈ Rl is a parameter (depending on η) and η is
a metric in Rl;

where µ is a monotonically decreasing function such
that

(i) µ(0) = c1 > 0 (c1 is a numerical constant) and

(ii) (y) = 0.

Now, we can formulate and prove the following
results for the models  (i = 1, 2, 3).

Theorem 2. (i) Model  is complete on X0 if and
only if there are q · l operators B11, …, Bql such that the
set (B11(X0), …, Bql(X0)) forms a basis in Rql;

(ii) Model  satisfies condition (10) on X0 if and
only if there exists a finite set of operators B1, …, Bm

that satisfy

(12)

Theorem 3. (i) Model  is complete on X0 if and
only if there are q · l operators B11, …, Bql such that the
set (B11(X0), …, Bql(X0)) satisfies

(13)

g∀ G1 y∀ Rl g y( ) := η y yη,( )( ),∈ ∈

g∀ G2 y∀ Rm g y( ) := µ yi

i 1=

m

∑⎝ ⎠
⎜ ⎟
⎛ ⎞

⎝ ⎠
⎜ ⎟
⎛ ⎞

,∈ ∈

µ
y ∞→
lim

�Fi

�Fi

�Fi

k∀ 1 … m, ,{ } i0 j0,( )∃∈

∈ M1 u v,( )∀ M0 bi0 j0

k mbuv
k>( )∈

i j,( )∀ M1 u v,( )∀ M0 k0∃∈ ∈

∈ 1 … m, ,{ } bij
k0 mbuv

k0>( ).⎩
⎪
⎪
⎨
⎪
⎪
⎧

�Fi

i j,( )∀ I i0 j0,( )∃∈

∈ I u v,( )∀ i0 j0,( ) bi0 j0

ij buv
ij>( )≠

i j,( )∀ I u v,( )∀ i j,( ) i0 j0,( )∃≠∈

∈ I bij
i0 j0 buv

i0 j0>( );⎩
⎪
⎪
⎨
⎪
⎪
⎧
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(ii) Model  satisfies condition (10) on X0 if and
only if there exists a finite set of operators B1, …, Bm

that satisfy

(14)

Theorem 4. (i) Model  is complete on X0 if and
only if there is a finite set of operators B1, …, Bm such
that (B1(X0), …, Bm(X0)) satisfies

(15)

(ii) Model  satisfies condition (10) on X0 if and
only if there exists a finite set of operators B1, …, Bm

such that

(16)

Let us make a few remarks concerning the notations
used in the formulation of the theorems. We used two
types of sets for indexing the sets of operators, I and
{1, …, m}. The first set is used to indicate both the posi-
tion of an element in the matrix B(X0) = ||bij || ∈ Rql and
the number of an operator in the corresponding set,
while the second set is used for the latter purpose only.
In all cases, the number of an operator is indicated by
the upper index. By bk(xi), we denote the ith row (cor-
responding to xi ∈ X0) of the matrix of the values of the
recognition operator Bk (k = 1, …, m). The symbol ⊕
denotes the standard operation of direct summation of
vectors. Finally, P(xi) is the value of the predicate P on
xi ∈ X0, which is also defined and, according to the for-
mulation of the problem, is known.

Remark. The sufficiency of the conditions similar to
those given in Theorems 2 and 3 was first demonstrated
in [9, 19, 20]. The constraints on the model � and the
maps F2 and F1 introduced above are essentially used
when proving the necessity of these conditions. It is
interesting that such a formulation of the results illus-
trates the role of each operation from the sets F2 and F1
in the best way. We would like to point out one more
operation—a componentwise “inversion” of matrices
in the space Rql—which can be used for constructing F
and reducing the complexity of the realization of algo-
rithms satisfying (10).

Let us briefly discuss the results obtained. First, note
that the conditions obtained can be used to determine
the requirements on information in X(X0) under which
there exists a correct algorithm in A�. In our case, such

�Fi

k∀ 1 … m, ,{ } i0 j0,( )∃∈

∈ M1 u v,( )∀ M0 bi0 j0

k buv
k>( )∈

i j,( )∀ M1 u v,( )∀ M0 k0∃∈ ∈

∈ 1 … m, ,{ } bij
k0 buv

k0>( ).⎩
⎪
⎪
⎨
⎪
⎪
⎧

�F3

b1 xi( ) … bm xi( )⊕ ⊕ b1 x j( )≠ … bm x j( )⊕ ⊕( )(
⇔ i j≠( ) );

�F3

b1 xi( ) … bm xi( )⊕ ⊕ b1 x j( )≠ … bm x j( )⊕ ⊕( )(
⇔ P xi( ) P x j( )≠( ) ).

requirements are determined indirectly, in the set
�(X0). In order to transfer these properties to informa-
tion, one should specify the model �. In most cases,
the determination of such requirements is technically
rather complicated. Nonetheless, for a number of
known models �, it was shown in [9] that these models
satisfy either (13) or (12) and (14), unless very strong
conditions are imposed on X0. As for the conditions
obtained in Theorem 4, the situation is different, or
even opposite. It is rather difficult to find a reasonably
formulated problem and a model � for which condi-
tions (15), or at least (16), are not satisfied even for m = l.
Moreover, one can see that there is a relation between
(16) and the following condition:

(17)

This relation can be formulated in the form of the
following meaningful proposition:

a model A� satisfies the condition ΦA(X0) = 1 if (17)
holds; when � is F3-unextendable and (16) holds on
X0, the model A� satisfies the above condition if and
only if (17) holds.

In spite of its obvious importance, we will not for-
malize and prove this proposition, because this requires
that � should be specified. In our opinion, the impor-
tance is associated with the fact that such models A�

are unimprovable in the sense that one can hardly
obtain simpler conditions on information for any other
model.

In the context of the classes of functions Fi (i = 1, 2, 3)
considered above, the unimprovability can also be
imparted a comparative character. This can easily be
done by formalizing the following well-known hypoth-
esis: the stronger the model, the wider the set of solu-
tions obtained, and the weaker the conditions of solv-
ability for any problem. One can easily prove the fol-
lowing corollary.

Corollary. The following relation holds irrespective
of the choice of �:

Consider the complexity of the realization of correct
algorithms. This problem can be divided into two inter-
related parts: the complexity of the verification of the
corresponding conditions and, if they are satisfied, the
complexity of the realization of the appropriate algo-
rithms. Concerning the first part, not many results have
been obtained. For instance, we may refer to [9], where
conditions of the type (14) were examined for the first
time, and it was shown that such operators can be con-
structed as a result of solving a properly formulated
problem on covers, whose complexity is obvious.
Apparently, operators that satisfy conditions (15) and
(16) can also be constructed by a similar method. After
that, the complexity of the realization of correct algo-
rithms is not very high. It was shown in [17] that in the

x1∀ x2, X x1 x2≠ P x1( )⇔ P x2( )≠( ).∈

X0 F1 � � X0( ) F2 � � X0( ) F3 � � X0( )⊆ ⊆( ).∀
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F3-unextendable model considered above, such com-
plexity does not exceed the complexity of inverting
matrices in the space Rqq, i.e., no higher than O(|X0 |3).
At the same time, this complexity is much higher in all
other cases.

3. ALGORITHMS
FOR SOLVING THE PROBLEM Z

Comparing the problems ZA–C described above, we
can see that the first problem has a theoretical character,
while the second and the third are clearly applied prob-
lems. Comparing these problems, we can draw the fol-
lowing alternative propositions concerning the results
of their solution: they represent either a validated result
without any practical interpretation, or a result about
which the question of validation cannot be raised at all
(at least until the inductive inference is not validated
[8]). The situation is rather complicated for practical
problems because they must be solved and it is desir-
able to obtain maximally validated results. It is better if
this is achieved by the statement alone, rather than by
plausible additional assumptions. Is this possible? The
answer can be yes, at least in the following sense. The
problems ZA–C can be solved in the framework of a uni-
fied set of algorithms. This allows the separation of
algorithmic and information aspects of the problem of
validation. In this case, the latter problem reduces to
proving a certain generality of problem statements and
to validating the application of the algorithms con-
structed to solving at least one of the problems. The
validity of the application of the algorithm A0 to solving
the problem ZA was proved mathematically rigorously.
If it turns out that the results coincide, this will mean
that the constructed algorithm is validated, or at least its
application is valid, including the application to solving
the problems ZC.

Remark. Even if the approach described above is
realized, there still remains the information aspect of
the problem with respect to which the given formula-
tions will never be unified. Therefore, the algorithmic
aspects of the problem of validation do not exhaust the
problem on the whole. Moreover, not all variants of the
problem Z are included in the list considered. Based on
the aforesaid, one can state that the view of the problem
developed here confirms that it is justified that ques-
tions should arise concerning the validation of the
algorithms and the solvability of problem ZC.

3.1. More Specific Formulation and General 
Requirements on Algorithms

Let us begin with the description of the set X in
which the comparison will be made. In contrast to the
problems ZB and ZC, this set is always infinite in the
case of problem ZA. Moreover, in ZA and ZB, along with
the spaces with fixed dimensions, the constructions of
super- and subspaces are admitted in ZA and ZC, which

correspond to redundancy or insufficiency of informa-
tion. In order to make problems ZA–C comparable, it is
necessary to provide a correct operation of the algo-
rithm on all possible information. To simplify the
account and to make it clearer, we will restrict the anal-
ysis to the case of Boolean spaces. In other words, the
set X is identified with the following construction:

(18)

In this case, with respect to the space , a vector from

 will be interpreted as a vector whose (i + 1)th coor-
dinate is not defined, and vice versa.

Now, let us discuss the ways in which objects in
space (18) are obtained. In problem ZC, the classes Xi

are described by the learning sample X0. In problems ZA

and ZB, the predicate is known. In ZB, a finite number
of objects from X provides the truth-value predicate P.
In ZA, the number of such objects is infinite and covers
the whole set X. Suppose that there exists a constructive
method that assigns sets of objects with the true value
of the predicate Pi to each class Xi. Combining these
objects, we obtain an analog of the learning sample X0.
Thus, we assume that the learning sample is defined for
all problems.

Finally, let us discuss the requirements on the algo-
rithms. We formulate two principles that follow imme-
diately from the operation conditions of the corre-
sponding algorithms on the problems ZA–C. The first
one is as follows.

1. The correctness of A.

(19)

This principle follows from the role of the correctness
condition in the solvability of the problem Z, although,
from the formal point of view, it does not coincide with
the definition of correctness given above.

In order to formulate the second principle, we intro-
duce the following definition. Suppose given objects

x1 ∈  and x2 ∈  (i is an arbitrary natural num-
ber). Fix the coordinate j ∈ [1, i + 1] by which the

spaces  and  differ from each other. The object
x1 is said to be a subobject of x2 if, upon elimination of
the coordinate j, the remaining part of the vector x2
coincides with x1. Obviously, this definition has its
inverse (i.e., x2 can be called a superobject of x1) and its
elementary extension (to the case i + 2, …). Now, we
obtain the following principle.

2. The object monotonicity of A.
Assume that, for a certain class Xi, the correspond-

ing learning sample  consists of a single object x.
Suppose, in addition, that certain objects x1 and x2 ∈ X

B2
i , B2

i 1=

∞

∪ 0 1,{ }.=
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i

x∀ X0 A x( ) P1 x( ) … Pl x( ), ,( )=( ).∈
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are given. Then, if x1 is a subobject of x and x2 is a sub-
object of x1, then the following condition is satisfied:

(20)

The principles formulated above are corollaries to
the general concepts related to the solution of problems
ZA–C. For instance, the principle of correctness applies
to problem ZA and is preferred for ZB. The principle of
object monotonicity is characteristic of all approxima-
tion problems: the less information is known, the
smaller any comparative quantitative estimates
should be. This principle is obvious for ZC. It is real-
ized in ZB as well, but either by parametrizing predi-
cates or by axiomatizing the inference. This is not a
drawback, it is just the way the inductive inference
works [12, 13, 15]. The principle of object monotonic-

ity is a particular case since | | = 1; however, such a

formulation is sufficient for a generalization to | | > 1.
The character of the generalization depends on the
scheme of the algorithm A.

3.2. Description of Algorithms
for Solving the Problem Z

Let us describe a parametric family of algorithms �.
First, introduce some agreements and notations. We
assume that

(i) The features of the space X, whose number may
be infinite, are enumerated, and their order is fixed.
Denote the set of these numbers by I.

(ii) The set X0 is divided into subsets  (i = 1, …, l).

Objects in  are also enumerated, and their order is
fixed. Denote the sets of these numbers by Jk (k = 1, …, l).

(iii) The set {1, …, l} × I is associated with the
matrix of real numbers ||aij ||, where i ∈ {1, …, l},
j ∈ {1, …, |I |}, aij ∈ R, and

(21)

Now, the algorithm A can be described as a
sequence of the following steps.

Step 1. Fix an object x ∈ X and go to step 2.

Step 2. For each i ∈ {1, …, l} and all xj ∈  (j ∈ Ji),
calculate

Pi
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A x2( ).≥
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where

Step 3. If all xj ∈  are exhausted, calculate

If the numbers of classes i ∈ {1, …, l} are not
exhausted, return to step 2. Otherwise, go to the next
step.

Step 4. If the set of objects x is not exhausted, return
to step 1. Otherwise, the algorithm ends.

End of algorithm.
It is easily seen that the algorithm A is uniquely

determined by the choice of specific parameters ||aij ||.
This is mainly associated with nonalgorithmic consid-
erations, namely, with the choice of the description
space of objects in the set X, with the desire to impart
some meaningful interpretation to the numbers aij ∈ R

and the values (x), with the formalization of the con-
cept of the “similarity” of objects, etc. For better under-
standing of the problem and for the analysis of the ini-
tial information, it is desirable to interpret the quantities

(x) in terms of the application domain. Therefore,
the way of choosing the parameters ||aij || is essential,
although, as will be shown below, the operation of algo-
rithm A does not depend on this choice.

Let us describe one possible scheme for determining
the parameters ||aij ||.

Step 1. For given I and , execute the following
sequence of steps.

Step 2. Fix the feature number j ∈ {1, …, |I |} and,
for each i ∈ {1, …, l}, calculate

Step 3. If not all the features j ∈ {1, …, |I |} are
exhausted, return to step 2. Otherwise, calculate

End of algorithm.
It can easily be verified that the parameters aij thus

constructed satisfy condition (21) if l > 1 and  ≠ ∅
for all i. Moreover, one can specify the limits of the
parameters: aij ∈ [0, 1). Denote a family of algorithms
thus parametrized by �(a).

Let us consider one more question related to the
choice of the space X in the form (18). Here, objects of

t
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both infinite and finite dimensions are admissible. In
the latter case, there are the following variants:

(i) Objects in X0 may belong to different subspaces
and therefore be incomparable from the point of view
of the scheme for calculating the parameters ||aij ||.

(ii) The dimension of the object x under study may
be incomparable with the dimensions of objects in any
finite sample X0.

Both these cases refer to the way of constructing the
samples X0. In ZC, no problems arise since the objects
are assumed to be absolutely comparable. In ZA and ZB,
one must first obtain a system of predicates P = (P1, …,
Pl). For ZB, this is clear, even if the predicates are not
defined explicitly. Therefore, we can assume that, for
all i ∈ {1, …, l}, there exist Pi(x), which, at worst, are

defined in different subspaces.  = {x |Pi(x) = 1} can
be constructed, for example, by reducing Pi(x) to a dis-
junctive normal form (DNF). The definition of the pred-
icate can be extended with regard to the meaningful
sense of information, and one faces no problems with
calculating the parameters. If such an extension is
impossible, it is sufficient to modify step 3 of the
scheme for calculating the parameters. For example, in
calculating bj , the summation is performed only over
those i ∈ {1, …, l} for which the value of bij (step 2) is
determined, whereas, for all other (i, j), it is assumed
that aij = 0. A similar procedure can be applied when a
certain feature j is not defined in the predicates Pi(x) for
any i ∈ {1, …, l}. If the object x under study has incom-
parable dimensions, then there is no such problem in
the modification proposed. When calculating t, it is suf-
ficient to consider a logical, rather than an algebraic,
mismatch between the values of the feature u.

In problem ZA, the situation is quite different. Even
if it were possible to obtain a system of predicates P =
(P1, …, Pl), the problem of the infinite sample X0 would
remain. However, we consider algorithmic aspects of
the problem Z. Therefore, we still assume that such a
sample exists for the problem ZA as well. The method
of constructing the parameters ||aij || is identical to that
described above for problem ZB.

3.3. Analysis of the Family of Algorithms �(a)

Let us show that any algorithm in �(a) is a solution
to the problem Z. For this purpose, we formulate the
following propositions.

Proposition 6. For any A ∈ �(a), ∀x ∈ X ( (x) ∈
[0, 1]) and the correctness condition (19) is satisfied.

Proposition 6 implies several obvious corollaries
related to the algorithmic aspects of monotonicity. They
will be formulated in the form of the properties of the

Xi
0

Pi
A

algorithm A. First, recall that the algorithm A0 satisfies
the following condition by definition:

Property 2. For any A ∈ �(a), we have

This property can be interpreted as a majorization
relation between algorithms A and A0.

Property 3. For any A ∈ �(a), we have

This property determines the condition under which
the natural difference (separability) of the sets X0 and
X\X0 “is transformed” by algorithm A into the differ-

ence between the values of the predicate . The latter
difference also has the character of separability and can
be interpreted as the categorical monotonicity on the
boundary of the set. The condition in Property 3 should
be determined by meaningful considerations (i.e., by
the formulation of the problem) and the scheme of cal-
culating the parameters ||aij ||.

Now, consider the principle of object monotonicity.
Let us extend condition (20), whose validity for �(a) is
almost obvious, and prove the following proposition.

Proposition 7. Given a sample X0, suppose that, for
certain x ∈ X and i ∈ {1, …, l}, x is a subobject of all

objects included in the corresponding sample .
Then, any A ∈ �(a) has the following properties:

(a) for any x' that is a subobject of x, the following
condition is satisfied:

(22)

(b) for any x' that is a superobject of x, condition
(22) is satisfied if and only if x' is a subobject of at least
one object from X0.

In this proposition, condition (20) is somewhat
extended. In the general case, analysis of the estimate

for (x) is rather complicated. This is mainly related
to the properties of the relation “object–subobject”
which is nonsymmetric, transitive, and has indefinite
reflexivity. The complexity is of technical character;
therefore, complete analysis of the principle of object
monotonicity cannot be carried out in the framework of
this study.

Thus, we have nearly demonstrated that the family
of algorithms �(a) solves problem Z (but we have not
shown that sample X0 can be constructed for ZA). Obvi-
ously, if we overcome this limitation, we will obtain the
required solution.
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For this purpose, we invoke a conventional scheme
for proving the solvability of formal theories. First, we
choose the formalization language and formulate the
basic principles (axioms and inference rules). Then, we
define a coding function and show that any statement of
the theory can be associated with a unique number (a
natural number). This number is connected to the proof
(course of inference). In this case, the problem is
reduced to the analysis of the structure of the sets,
which can be obtained by some characterization of
statements, and to the investigation of their properties.
If it turns out that the characteristic function of the sub-
sets is calculable (or recursive), then the original theory
is solvable. One can construct an appropriate algorithm
that identifies the properties of each new statement by
the initial information.

For ZA, the structure is very simple: the set of state-
ments (formulas) splits into three disjoint subsets: tau-
tologies, identically false statements, and neutral state-
ments. The corresponding algorithm is A0. It remains to
choose appropriate coding in order to obtain elements
of space (18) and in order that the number of such ele-
ments be finite. In the context of the above reasoning, it
is sufficient to show the existence of such coding and
the subsequent applicability of algorithms A ∈ �(a).

Now, the following theorem can be formulated.

Theorem 5. For ZA, there exists a finite sample X0

such that, for all algorithms A from �(a), we have

(23)

Proof. Consider a scheme for constructing the
required sample X0. We will show that all elements of
this scheme at least exist.

Thus, each object (formula) in ZA can be coded.
Suppose that the procedure of Gödel enumeration of
the objects has already been performed. As a result, we
obtain disjoint subsets of the set of natural numbers N.
Denote these subsets by Ni (i = 1, 2, 3). For the solvabil-
ity of ZA, it is essential that a union of the subsets Ni

either is a subset of or coincides with the set N, and the
subsets Ni themselves are closed. Now, continue the
coding to obtain elements of space (18). For this pur-
pose, we choose a function f: N  N that simply reor-
ders the elements of the subsets Ni in such a way that

(24)

at least for three ni ∈ Ni. At the next stage of coding, we
convert the elements obtained to binary representation.
Include the binary representation of the corresponding

element f(ni) into the sample . Condition (24)
implies that these elements differ only in the two last
digits; therefore, the following condition is satisfied in
calculating the parameters ||aij ||: ∀i ∀j > 2 (aij = 0). It is
also easy to calculate the corresponding values for the
lower order digits. Now, if we require that f should

x∀ X A x( ) A0 x( )=( ).∈

f n1( ) f n2( ) 1– f n3( ) 2 3≥–= =

Xi
0

characterize the subsets Ni in the sense (24), then the
validity of (23) becomes obvious.

Let us show that such characterization is possible.
For this purpose, we construct f with the use of the
functions f1 and f2 in such a way that ∀n ∈ N (f(n) =
f1(n) + f2(n)) and require that the functions f1 and f2 sat-
isfy the following conditions:

f1(n1) = f1(n2) = f1(n3)

for n1, n2, and n3, which appear in condition (24), and

for any ∀n ∈ N. The existence of the appropriate func-
tion f1 is obvious. As regards f2, its existence is ensured
by the well-known topological lemma by Uryson. The
applicability of this lemma is ensured by the conditions
imposed on the subsets Ni.

It remains to note that one can apply the same algo-
rithm A0 to construct the formulas corresponding to the
numbers n1, n2, and n3. Since these numbers are arbi-
trary, it is sufficient to choose any three of them and
obtain their Gödel code.

Remarks.
1. Condition (24) is not unique. Other similar condi-

tions are also possible for the same scheme of proof.
2. Some other objects whose codes satisfy condition

(24) can also be included in the learning sample X0. For
the algorithms from �(a), (23) is satisfied in this case as
well.

3. The function f2 is equivalent to the algorithm A0;
therefore, if such a function is available, there is no
need to construct A0. This is not quite so in the context
of assumptions made in the statement, since f2 is a part
of some coding f. Constructively, the latter can be
obtained in quite various ways. However, something
can be said about A0 only if the existence of f2 is
proved; but this is a question of the analysis of f, or,
more precisely, of the structure of the codes obtained.
Moreover, a solution to any problem is related to the
choice of appropriate coding.

4. Examples of problems that can be solved by the
scheme designed for ZA can be easily represented.
These are, for example, a parity recognition problem on
the set of natural numbers and certain other problems.

CONCLUSIONS
One can draw the following conclusions from the

results obtained. The first conclusion concerns the
problem formulated in the title of this work: the choice
of algorithms for solving a specific practical problem
must be validated, because the statement of a pattern
recognition problem is nondegenerate, at least in the
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algorithmic sense. We would like to note in addition
that the above statement holds in the informational
sense as well; however, this result follows from other
works cited in the text. The second conclusion concerns
the correctness condition, or, more precisely, to its role
in PRT: the correctness of at least one model always
testifies to the consistency of the problem in the sense of
formulation and, under certain conditions, to the com-
pleteness of information as well. Note that this role of
the correctness condition is not as insignificant as may
seem at first sight. To verify this, it suffices to consider,
e.g., the problem of validation of axiomatizable sys-
tems in set theory. A validity criterion for such systems
is their consistency and completeness, but in a stronger
sense than those in the problem of recognition. In this
context, it is relevant to recall that, in such axiomatic
systems, the method of resolutions is used for infer-
ence, and the role of this method is comparable with the
role of correct algorithms for PRT. The third conclusion
is related to the applicability of correct algorithms: for
practical application, this condition must be supple-
mented with a certain condition on information. This
means that the correctness (as a property of algorithms)
will never guarantee the solvability of the problem on a
global level. For this purpose, it is necessary to supple-
ment it with a certain condition that would guarantee
finiteness of choice for an infinite number of objects.
For example, this may be the finite capacity of a set of
algorithms, the convergence to the limit with respect to
information, stability, etc. Any such condition should
narrow down the set of correct algorithms applicable to
solving the corresponding class of problems.

The following conclusions are not so indisputable
and seemingly do not follow directly from the results
obtained. However, we will formulate them because
they reflect the authors’ experience in solving various
practical problems in the field of recognition and are of
great methodological importance. Thus, the fourth con-
clusion is as follows: in the state of the art in PRT, the
development of one more model of algorithms will have
virtually no effect either on theory or on practice. In
other words, the time has come for the qualitative inter-
pretation of the problems of recognition on the basis of
the experience and technical results accumulated over
recent decades. One may easily verify this statement: it
suffices to try to solve the problems mentioned in the
Introduction. In this case, it can be stated almost for
certain that, for any model and any algorithms, there
exists information that leads to the necessity of reject-
ing an algorithm irrespective of the methods used. This
result is related to the fifth conclusion: solving a recog-
nition problem is a process whose goal is an exact ana-
lytical characterization of classes. Most probably, such
a characterization with the help of models and tools of
PRT (as it is understood today) is impossible in princi-
ple. If we assume that the inductive nature of the prob-
lem can somehow be overcome, there still remains too
wide a variety of models and solutions. The latter fact
is always indicative of a poor formulation of the prob-

lem. Finally, the last, sixth, conclusion, which seems to
need no comment, is as follows: a specific problem and
its solution are always more important than any theo-
retical constructions and, even more so, preferences,
whatever be their arguments.

Thus, we have proved that the algorithms �(a) solve
any of the problems ZA–C; moreover, for ZA, any
A ∈ �(a) is equivalent to A0. Therefore, these algo-
rithms behave, in a certain sense, correctly for other
problems as well; at least, they satisfy the principle of
correctness on X0 and are monotonic on X\X0. Due to
the general character of the formulations, the applica-
bility of the algorithm itself (as a scheme for converting
the initial information into a result) is beyond doubt.
This is quite sufficient from the viewpoint of the goals
set forth in this study.

However, there still remain informational aspects of
the problem. Certain conclusions can be drawn from
the results obtained in this direction as well. The most
important conclusions concern the way of constructing,
as well as the structure of, X0. It is obvious that the main
difficulties in solving problems (not only practical
problems) are associated with the choice of the appro-
priate method of coding information. If the problem has
a solution, then there exist finite coding and a finite
sample for which the problem of constructing an algo-
rithm of type A0 is of a technical nature. One can deter-
mine the parameters of this coding, the structure of the
set X0, etc. This can be done as a result of experiments,
which are an essential part of problems ZB and ZC.
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